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Abstract— load, and allowing the user to respond to changes in application
Network delivery services providing “better-than-best-effort” service requirements. We refer to the proposed negotiation protocol as

over the Internet are being studied, and are particularly necessary for mul- the Resource Negotiation And Pricing protocol (RNAP)
timedia applications. The selection and use of a specific delivery service in- .

volves negotiation between the user and the network; they agree upon speci- . Aslightly different, and somewhat 3?90”9'30/ goal of th!s work
fications such as the type of service user packets will receive, the constraintsiS t0 develop a general strategy for pricing in a BBE service. We
the user traffic must adhere to, and the price to be charged for the service. In propose an algorithm for computation of a local or incremental
this paper, we describe a protocol through which the user and the network price for a service at a given point in a network: we also propose
(or two network domains) can negotiate network services. We refer to the b f alt fi hani to all th, twork t
protocol as a Resource Negotiation and Pricing protocol (RNAP). Through & NUMBDEr or alternative mechanisms to allow the network to com-
RNAP, the network service provider communicates availability of services Pute a global price on the basis of these incremental prices, and
and delivers price quotations and charging information to the user, and the to charge the user for the end-to-end service. The paper is orga-
user requests or re-negotiates services with desired specifications for one orpized as follows. In the foIIowing section. we define two alterna-
more flows. RNAP protocol mechanisms are flexible enough to support mul- _. . . ’ . i}
tiple delivery service models, and allow dynamic re-negotiation of services tive pro,tOC,OI arCh'tethes' a centralized arCh'tecn,”e (RNAP C)’
during a session. Two different network architectures are defined to sup- and a d.|5tr|bUted arCh|t§Cture (RNAP'D).- We consider the design
port RNAP, a centralized architecture with a Network Resource Negotiator goals discussed above in greater detail in order to develop an out-
(NRN) administering each network domain, and a distributed architecture  |ine of the RNAP protocol. In Section 3. we present a detailed
without any centralized controlling entity. Mechanisms are proposed for . : N : _
local price and charge computation, formulation of end-to-end prices and descnptlog of the basic RNAP pro_tocol, Inc:ydlgg p&oéqco!bmesd
charges across multiple domains, and communication of this information S@g€s, and message sequences In centralized and distributed ar-
through RNAP messages. Results of a prototype implementation are briefly chitectures. We then expand our discussion to end-to-end service
described. negotiation across multiple domains, and also briefly consider
advance reservation mechanisms. In Section 4, we discuss pric-
I. INTRODUCTION ing and charging mechanisms in RNAP. The communication of
) h of " ) licati ricing and charging information in the various RNAP messages
Motivated by growth of Internet multimedia applications, g first discussed, followed by an explanation of how end-to-end
number of researchers have investigated network delivery S§fiving and charging can be formulated under both RNAP-C and
vices that provide "better-than-best-effort” (BBE) service to thenap-p architectures. We end the section by considering a spe-
user, in the sense that they provide some QOS support or gyagz strategy for pricing a BBE service at a single network point,
antees to applications. .Important examples of prpposed netwgH<ad on which a complete pricing system may be realized us-
service models are the integrated service model (int-serv) [1],[g RNAP. In Section 5, we describe a prototype implementation
and the differentiated service model (diff-serv) [5], [6]. of the RNAP protocol and architecture in a test-bed network. In
As these services are implemented in the Internet, user aplisction 6, we briefly discuss some related work. We summarize

cations will be able to request and use the delivery service appggi work in Section 7 and also point out important open issues.
priate to their requirements. We may regard the selection and use

of a specific delivery service as a negotiation process. The cus- II. ARCHITECTURE ANDDESIGN GOALS
tomer and network negotiate and agree upon specifications syc .

as the type of service user packets will receive, the constraif%ts rotocol Architecture

the user traffic must adhere to, and the price to be charged fotWe begin by considering a scenario in which a customer
the service. The central goal of our work is to develop a pr¢sender or receiver) wishes to reserve network resources for mul-
tocol through which this negotiation can take place. The prtple flows, for example, traffic flows from a video-conference.
tocol should be generic and flexible enough to support multiplge assume that the user application negotiates through an agent
delivery services and environments (including int-serv, diff-semeferred to as the Host Resource Negotiator (HRN). The HRN
and best effort services), service negotiation at different levégsresponsible for obtaining information and price quotations for
of granularity (flow- and aggregate-based), negotiation by baiailable services from the network. During the negotiation, the
sender and receiver, and “in-band” and “out-of-band” resoured®N requests a particular service, specifying the type of service
reservation mechanisms. It should allow the service provider(fguaranteed service, control load service, premium service, as-
communicate service availability, estimated prices for availaldared service, best effort service, etc.), and parameters to charac-
services and charges accruing to the user, and allow the usetet@e the requested service. Some parameters are general to all
request a specific service. It should also support dynamic seervices (immediate/advance reservation, preemption level, par-
vice re-negotiation between the user and the network, allowitigl reservation, etc.) and other parameters are specific to a ser-
the network to adjust pricing in response to changes in netwarike class (peak rate, average rate, burst size, lost rate, delay, jitter
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first-hop router to the egress router, and vice-versa. We consider
the messaging process in greater detail after introducing specific
etc.). The HRN can negotiate simultaneously for one or multipfeNAP messages in Section III-C.
flows, and request different services for each of them. Evidently, the RNAP-D architecture has in-band messaging,
A HRN negotiates only with its access network to reserve rgshereas the RNAP-C architecture has out-of-band messaging.
sources, even if its flows traverse multiple domains. If a domainThe RNAP message format is independent of the architecture.
could provide pricing information for services along differentherefore, the two architectures can co-exist; for instance, a do-
paths, the HRN will choose the optimal path at beginning of thfain administered by a NRN can exchange RNAP messages with
transmission. A HRN may also decide to renegotiate resourgefeighboring domain which employs the distributed architec-
at a later time if the network is under heavy congestion and thge. Also, a HRN does not need to know about the RNAP archi-

price is prohibitive. In addition to resource negotiation betweggcture of its local domain, since it receives and sends the same
the HRN and the network, the RNAP protocol is also intended faggotiation messages in either case.

resource negotiation between two network domains. An access
domain “A” may receive requests for a service in a certain direB: Dynamic Re-negotiation Capability

tion passing through a neighboring transit domain “B” from one . .
or more users, and use RNAP to request the service for the ﬂova'here are a number of reasons that make it desirable for the ne-

or flow-aggregate from domain “B”. We discuss an end—to—et%’ltl'at'ﬁ]n prgtc;c?lttr? prt]ar;wt flf(/\v/lcelz ﬁﬁ(be re-l?egt?tlnatizd dynairpl-
negotiation scenario across multiple domains in Section 11-p.ca!y- In general, the network wou € applications 1o acquire

For negotiation on the network side, we consider two altd]SWork resources so that there is high nework utilization, but
?é)& at the expense of poor QoS. The real time constraints of mul-

native architectures, a centralized architecture, and a distribu : X R e .
. Imedia traffic make it difficult for these applications to estimate
architecture. X . >
the bandwidth required for an application.
A.1 Centralized Architecture (RNAP-C) Also, many existing multimedia applications allow the media

i i i rate and quality to be adjusted over a wide range, allowing them
In a centralized architecture, the network negotiates throughyespond to network congestion by gracefully reducing their

a N_etwork Resource Negotiator (NRN). Ea_ch adm_inistra’[ive_dlqﬁe 18], possibly utilizing application-specific knowledge. Such

main has at least one NRN. The NRN delivers price quotatioggplications have the incentive to re-negotiate a service with
for the different available service levels to HRNs, answers s¢gyer QoS when network congestion results in the current ser-
vice requests from HRNs, and is also responsible for maintaini3ge hecoming more expensive, or if the network provider denies

and communicating user charges for a particular session.  he requested service because of unavailability of the amount of
The NRN may be an individual entity, or may be a complggsoyrces requested.

mentary functional unit that works with other administrative en- pygsiple re-negotiation scenarios include periodic re-

tities. For example, the NRN can be part of (or function as) thggotiation, in which the service contract expires after a period
Bandwidth Broker (BB) in the diff-serv model [5] and the PDRyq s re-negotiated, and asynchronous re-negotiation initi-
in the COPS architecture [25]. The NRN either has a well-knowfieq either by the customer or by the network provider. The
address, or is located via the service location protocol [32]. TRgap protocol uses both mechanisms. Each service has an
NRN address of a neighboring domain can be pre-configuredQqciatedNegotiation Interval during which the negotiated
obtained through DNS SRV [33]. o price and service characteristics remain constant. The resource
Resource reservation and admission decisions may be pgkervation expires after the negotiation interval, so in order to
formed by the NRN; they may also be performed by other enfiyaintain uninterrupted service, the HRN needs to re-negotiate
ties, such as the BB of the diff-serv model. If they are performedle resource reservation request periodically. To facilitate
by other entities, the NRN communicates requests for serviGg re-negotiation process, the network periodically sends the
to them individually or in aggregate, and receives admission dgrN service price and availability information. The periodic
cisions and possibly pricing decisions from them. The imples_negotiation mechanism is optional, and a HRN not willing to
mentation of resource reservation and admission control, a”dﬁ%otiate may disable the mechanism at any time. The periodic
associated communication with administrative entities, is Clos‘?b’—negotiation mechanism allows the network provider to use

related to specific BBE services, and is outside the scope of fiwork resources more efficiently, and also convey to the users

RNAP protocol. the network state through pricing information (for example,
L . when congestion occurs, the network tries to reduce the traffic
A.2 Distributed Architecture (RNAP-D) entering the network by increasing the price). When the network
In this architecture, networks don’t have centralized negotias- congested, an user capable of dynamically adjusting its
ing entity. Instead, the protocol is implemented at routers in tir@nsmission is able to respond to increase in price by adjusting
network, and RNAP messages propagate hop-by-hop, from itsequality of transmission gracefully. Alternatively, the user can



maintain a high quality of transmission by paying a higher pricezant to know the current service price before sending out a new
It is likely that a negotiation with longer interval carries a “riskequest. RNAP allows the HRN to asynchronously solicit any

premium” to protect against network dynamics. service related information at any time during the negotiation ses-
o _ __ sion. If a reservation request is lost in transmission, the network
C. Pricing and Charging Capability will continue to provide service based on contracted rules from

A network service model that provides one or more “betteP"€Vvious negotiation period. Possible rules are discussed in the
than-best-effort” delivery services must also incorporate a prie€Scription of théNegotiation Intervaln Section IlI-A.
ing system, so that users are charged appropriately for dif-The HRN also sends messages asynchronously. To protect
ferent levels of service. Researchers have also suggesteda@@inst asynchronous message loss (and as an additional pro-
age/congestion sensitive pricing as a congestion-control met@¢tion against synchronous message loss), the HRN continues
anism [9], [10], [11], [12], [22], [13], [14], [15] if applications tO retransmit a request with exponential back-off (for congestion
are capable of adaptation, as discussed above. control) until a response is received. The retransmission interval

A pricing system includes monitoring of user traffic, price forstarts at close to the end-to-end round trip time. The retransmis-
mulation at one or more points within the network, computatigion interval doubles after each packet transmission.
of a global, or end-to-end, price for a particular service, and aNetwork failures, such as failure of a negotiation server or of
mechanism to communicate pricing information from the ne&device storing RNAP state information, and network partitions
work to the customer. We consider these issues in Section need also to be considered. A back-up NRN may be needed for
For the present, we assume the existence of mechanisms wiiiéhRNAP-C model. When a device that stores customer charg-
enable the network (the NRN in RNAP-C, and individual routetgg information is down for a period, the charge for the period
in RNAP-D) to compute the price for a service, and to conis asynchronously retrieved after the device becomes alive. The
pute charges accruing to the user for services used. The RNag@umulated charge may need to be stored in a non-volatile stor-
protocol provides the means to communicate to the custonage.
price quotations for different services, and the charge for ser-The network should be able to track the liveness of an applica-
vices provided to the customer. It also supports different chatign using RNAP by tracking periodic RNAP messages and also
ing modes: charging the sender, or receiver, or both. The perioldjcmonitoring the flow. This would avoid charging a terminated
re-negotiation framework provides a natural way to communicapplication and wasting network resources.
periodic price quotations and cumulative charges to the customer.

G. Security

D. Scalabilit
Y RNAP messages can be authenticated and encrypted in the

RNAP messaging is scalable in the sense that message volume o way as RSVP [34]. Alternatively, IPSEC [35] may be used.
is independent of the hop count of a route or the number of transit

domains on the route. Scalability is therefore determined mainly m
by the need to maintain state information relating to each mul-

timedia session (consisting of one or multiple flows) establishedin this section, we start with an explanation of some basic ter-
by a HRN. It is likely that individual customer flows will be pro-minology used in describing protocol messages, followed by a
gressively aggregated to form larger granularity flows in the cotlescription of the protocol messages, and the typical negotiation
of the network. The NRN (or boundary routers of a domain gequence in which they are used. In the discussion that follows,
RNAP-D) may negotiate resources for such a flow, consistimg assume for convenience the RNAP-C architecture, and refer
of traffic belonging to more than one customer, entering fromt@the NRN as one of the negotiating entities. We later extend the
neighboring network. In this case, the NRN or network does naiscussion to the RNAP-D architecture, with the routers along the
have knowledge of individual flows belonging to the aggregaté¢livery flow path collectively playing the role of the NRN. Also
and only maintains RNAP state information for the aggregatidior convenience, we assume that the other negotiating entity is a
The centralized architecture has better scalability, since the stdféN, acting on behalf of the user application. As mentioned ear-
information needs only to be maintained by the NRN and bourlibr, the RNAP protocol is also applicable to resource negotiation

. BAsiC NEGOTIATION PROTOCOL

ary routers of a domain. between two network domains, in which case, the first domain
(through its NRN, in case RNAP-C is employed) plays the role
E. Service Predictability of the HRN.

In general, each particular delivery service model has associ- )
ated mechanisms to assure that the service received by the us@r i§erminology

predictable. Predictability includes the quality expected from ag|ow I1d: The Flow Id fields(s) in a message defines a flow
service type, and the price charged for it. The periodic price quo-  for which services are negotiated. It defines the granularity
tation mechanism discussed earlier can also serve to increase theyith which resources are allocated. Fine granularity may
predictability of the overall service by keeping the price constant pe pased on one or a combination of source IP address and
during a negotiation period. port, destination IP address and port, and transport protocol.
Coarser granularity may be based on the source or destina-
tion subnet addresses.

RNAP messages are sent using the UDP protocol. In bothSession Id:TheSession Idtructure contains identification in-
RNAP-C and RNAP-D models, synchronous RNAP messages formation. It consists of the fields, tt&ession Idthe Ses-
are sent periodically and provide a natural way of protecting sion Aggregate Idand theAggregation Flagrhe Session Id
against loss. Since a negotiation involves charging, a HRN may identifies a negotiation session. It is randomly generated by

F. Transport Protocol and Reliability



an HRN when it requests initiation of a new session. Sub-
sequently, it identifies each message between the HRN and
NRN as belonging to that session, until the session is termi-

A pre-emptable service is subject to being terminated by
the NRN, either asynchronously, or by being allowed to
expire at the end of a negotiation interval. For specific

nated. TheAggregation Flagindicates whether a per-user
flow session has been mapped to an aggregate RNAP ses-
sion, and theSession Aggregate Icbntains theSession Id

of the aggregate session, if any. Aggregation of RNAP ses-
sions is discussed in Section 11I-D.2.

Negotiation Capability:The Negotiation Capability bit is
used by the HRN to signal its capability or willingness to
negotiate during session initiation.

Service Type: Service Typdentifies a service. Examples of
services are the Guaranteed and Controlled Load service
models defined within the int-serv framework [1], [2], and
the Premium and Assured Service models defined within the
diff-serv framework [5], [6].

Service: The Serviceidentifier defines the service being ne-

services, further refinements may be considered. For ex-

ample, instead of all the reserved resources being “at

risk”, resources reserved above a certain base level, or
just the cost of reservation may be “at risk”. These par-
ticulars would be defined by tH&SFfields.

4. Reservation Coveragedicates the extent of reservation
over the flow paths. The reservation can be end-to-end,
over contiguous sub-trees where branches may not use or
support reservations or for discontiguous segments. In
the latter case, referred to partial reservationsreser-
vations may fail on a link, yet the resource reservation re-
guest will not be automatically removed for the remaining
links.

SSPconsists of a list of parameters used to characterize a
gotiated. The HRN uses it to request a price quotation or service, specific to a particular service type. Typical service
reserve resources for a particular service with a set of as- parameters define the traffic profile the user traffic should
sociated parameters. The NRN uses it in the correspond- adhere to, such as average rate and peak rate, over a cer-
ing acknowledgment messages. A service identifier consists tain interval. and the performance promised to the user (av-
of Service TypgeService Independent Parameters (SR erage or maximum drop-rate, delay, delay jitter etc.). For
Service Specific Parameters (SSP) some services such as those belonging to diff-serv, the per-
SIP specifies a list of parameters that are generic to all ser- formance requested from a class may be in terms of a qual-
vice models and used to characterize a service. The ser- itative expectation (for example service using EF PHB may
vice independent parameters incluglarting Time End- be expected to have lower average loss, delay and jitter). In
ing Time Negotiation IntervalPreemption Capabilityand this case, no specific performance parameters are provided.
Reservation Coverage

1. Starting Timeand Ending Timespecify the time period B. Protocol Messages

over which service is requested (when specified by HRN)\yg now describe the RNAP negotiation messages, with some
or is available (when specified by NRN). Ti&arting o, njanation of the sequence in which they are used. The negoti-
TimeandEnding Time fieldare optional and may be usedy,, sequence is represented schematically in Fig. 3.
to make either immediate or advance reservations (Sec-
tion IlI-E). B.1 Query

2. TheNegotiation Intervaldefines the length of time over . ,
which the negotiated service and price are valid. The ne-1he HRN useQuery messages to request a price quotation

gotiated service expires automatically at the end of tffm the NRN for one or more services, for each flow or group
negotiation interval, and the HRN must periodically re0f flows belonging to the negotiation session. If there is no RNAP

negotiate (by sending Reservanessage) before the ex-Session exist'ing between j[he HRN.and the NRN, the HRN gen-
piration to ensure uninterrupted service. Specific servicB&tes éession Id The uniqueSession Idvill be used to iden-
may define different actions on part of the provider rdify future RNAP messages as belonging to a negotiation session.
garding the treatment of user packets after the service Hg¥ HRN will also inform the NRN whether the HRN supports
expired. Possible actions are: maintaining the current sBegotiation. The message consists of a sétloiv Ids and one
vice at the previously negotiated price, maintaining tH@f more Service fields accompanying eddbw Id. The HRN
current service but updating the price unilaterally as r&becifies a set of requirements Wlth. each service, by setting some
quired, or transmitting using best effort service. To ref allqu theSIPandSSPparameters in the corresponding service
duce the signaling overhead, the negotiation interval fisentifiers.
a service can be set equal to or a multiple of time peri- .
ods associated with an underlying protocol, for exampl;2 Quotation
the TCP round-trip time, RSVP [3] refresh time, or RTCP Upon receiving aQuery message, the NRN determines the
[31] receiver report interval. To reduce control overheagyice for each service for which quotations were requested in the
aminimum negotiation interval should be enforced. MulQuerymessage, and returns a list®érviceand Price pairs in-
timedia services should not renegotiate too frequently, #ide aQuotationmessage. As stated earlier, we assume the exis-
avoid adjusting data rate too often resulting in poor petence of pricing and charging mechanisms here and in the expla-
ceived quality. nation ofCommitmessages, and address the issue in Section IV.
The negotiation interval affects how a service is pricedh Querymessage with a nuervicelist for one or moreFlow
A service with a longer negotiation interval may carry #&ds is interpreted by the NRN as a request for price quotations
“risk premium” to protect against network dynamics.  for all available services, for each suElow Id. The NRN uses

3. Preemption Capabilitglefines whether the service is predefault values oSIPandSSPparameters to determine the price;
emptable or non-pre-emptable. A non-pre-emptable sétreloes not return quotations for services which have one or more
vice assures service to the user for the negotiated periagandatory parameters since the price for these services will de-
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pend on the service parameters required and must be provided HRN NRN

with a request.

In addition to asynchronously sendif@guotationmessages, T E———
as above, the NRN also sends dptiotation messages syn- = Quotation |
chronously, with a period defined by tBession Quotatiotimer. | Reseve ———— |
A Quotationsent synchronously message contains price quota- < Commit |
tions for all services requested. :

In general, the NRN sendsQuotationmessage upon receiv- @
ing a Query message, and upon expiry of tBession Quota- i |
tion timer. The timer is reset whenevelotationmessage is :
sent out synchronously, but not when an asynchro@uegation Cloe ———— |
message is sent in response Query, Release

If the Negotiation Capabilityflag is false, the HRN and NRN
could still exchange an initial pair @ueryandQuotationmes- Fig. 3. RNAP messaging sequence between HRN and NRN.
sages, and negotiate a service with a set of parameters that re-
mains unchanged for the rest of the session. A HRN may re-
enable negotiation capability at any time during the session byThe Statusfield indicates whether the request for the corre-

sending ueryor Reservanessage. sponding service is accepted (rejected, incomplete, or complete).
The Serviceidentifier is copied in from th&keservemessage.
B.3 Reserve If the request for that service is rejected, the NRN informs the

The HRN sends &eservamessage to apply for services forHRN. its reason fqr de!‘?a" by appropriate!y re—settin_g parame-
each flow or group of flows belonging to the negotiation sessigfi's I theSe_rfy|ce|d%ljt|f|er.t For exan:ple, 'fdtk,:ﬁ service ?ads a q
A Reservanessage is sent at the beginning of a session to reqL?eeé’%/r 'Cf'SpenCr: Kt: Een ing “rit edp?rrlame r?(;,i r?nr . e rerqurﬁster isen t-
services for the first time. Since a service request expires a fifl rate cannot be supported, the se g rate parameter s se

matically after aNegotiation Intervaldefined for each service, o_th_e maximum sending rate that can be supported. In a way,
the HRN continues to periodically selREservemessages with this informs the sender about the amount of resources available

a small enough period that none of the requested services exﬁ’ﬁ%‘?n resources are scarce. The NRN modifies the parameters in

Through theReservenessage, the HRN applies for services for%ﬁ'.mr:la; mannerwhter&the Statutﬂdr?]ltlncotrgpleteto m?u(:jate
particular flow or flow-aggregate, specifying corresponding sg}[-_l'_% 0 te riqueslde Iparahme erst as notbeen tghrarll—ltla?l\ll ¢
vice identifier identifying the type of service, and a setSiP gtne work cou " asr? ¢ oo::e clJ(encourage € 0 r‘l?h
and SSPparameters characterizing the user requirements fr(ﬂ‘ﬁce IS requirements wnen network resources are scarce. ine
that service. In general, eadteservemessage carries one o equgsted service from HRN is admltted_ by settlpg?alth_sto

! admitcomplete, but the requested service rate is modified to a

more Flow Id-Service-Pricdriples. The function of thé°rice S g
structure in this context is explained in Section IV-A smaller value and the price is also set lower than the quoted price
: as a reward.

When theReservanessage includes fewEtow ldsthan the
previousReservemessage, it implies that tHélow Idsnot in- g g Preempt
cluded in the neviReservanessage will be canceled. Similarly, o ] .
new Flow Ids may be added to Reservanessage to apply for If a Servicds set as preemptable (at the benefl_t of lower ppce),
resources for new flows, and tBervicefield corresponding to a the NRN may preempt resources allocated previously to this ser-
Flow Id may be changed to modify the resources requested ¥ét€ and make room for the other more important flows. Cur-

an existing flow. rently thePreemptfield in the Serviceidentifier is binary, i.e.,
preemptable or non-preemptable. More preemptation priorities
B.4 Commit could be supported and allow different flows with different prior-

. . ) ity levels to be differentiated.
The Commitmessage is generated by the NRN in response to

aReservanessage. For each service request specifiedddgv@a B.6 Close

Id-Service-Priceriple, the NRN determines whether the flows .

identified by the correspondirigow Id are to be admitted or de- A C:tlr?semestgz%[ge IS sent frtc))rrtl the |_,:EN to the NRN to tear
nied. The admission policy, as stated earlier, is specific to tﬂgwn € negotiation session between them.

service, and need.not be administered by the NRN. _Fo_r instanse; pojease

in a diff-serv service, the BB could make the admission deci-

sion, and the NRN simply communicates the admission decision! he Releasemessage acknowledges ti#ose message and
through RNAP. The NRN returns the decision in a listrééw Optionally reports to HRN the cumulative charging information
Id, Service StatusandPrice 4-tuples. for the entire session. This information is for informational pur-

ThePricefield carries pricing information for the correspondP0ses, and may not be tied to the actual billing and payment pro-
ing service. If the flows are admitted, the NRN determines ﬂq@du.res. The NRN releases the resources it had allocated for the
price for providing the service. If th€ommitis in response to Session, and senddeleasenessage.

a re-negotiatioReserveequest in an ongoing session, the NR
also returns the amount charged for each service in the prece
negotiation period, and the accumulated charge since the begiriFhe messaging sequence for the RNAP-C architecture is
ning of the session. shown in figure 3. The messaging sequence for RNAP-D is as

-ngSequence of Messages



follows: If flows belonging to the aggregate have different destination

1. The HRN sends @uerymessage to the first hop routernetworks, divergence of individual flows from the aggregate has

(FHR). Local and intermediate routers forward the mess to be checked in the core networks, and the per-flow negotiation

age_ . . . .
downstream to the last-hop router (LHR). The LHR deteg_essmn has to be re-established at the point of divergence of the

; : L . low from the aggregate. To avoid the necessity of such per-flow
mines local service availability and a local price for eac rocessing in the core of the network. it is expected that aqare-
service, and initiates Quotationmessage and sends it up-p . ng ; ' pected 99

ation will be done for flows with the same destination access

stream. Each intermediate router verifies local availabili . .
of each service, and increments the price by the local pril%gtworks, apd agfgregagonlar!d dr?—aggregatlog gf pe_-r—flqw RNAP
that it computes. The FHR returns tfeiotationmessage essages is performed only in the source and destination access

to HRN. networks.

As in RNAP-C, Quotationmessages are also sent period; i it B ) B0 02t 0, 90 S0 T B TG 8 e
cally to the HRN. The LHR maintains ttf&ession Quotation

: . : Id. It also maintains the mapping between the individBas-
timer, and sends periodiQuotationmessages hop-by-hop_. . .
upstream, as above. sion Idsand the aggregatgession Id The aggregating NRN or

2. HRN sends @Reservemessage to the FHR, and receiVerouterprocessesmcomlng per-flow request mess&yesryand

a Commitmessage in an identical manner to 2. As th%ﬁii%%sasgd g;aga?:g'z]t{]heeaggﬁgsﬁesejggeggg?(?ii'
Commitmessage is forwarded upstream, in addition to e ges per q L
ggregate session messages indicates the destination address of

committed price being incremented at each router, the R Jaareqate (for example, a destination network address)
cremental charge for each service at that router is added or.. ggreg p'e, . . :
ince the aggregate RNAP session will not perform end-to-

as well. (Pricing and charging in RNAP-D are considered in \ oo i ;
more detail in Section IV-E. ) Subsequently, the HRN p 2nd reservation between the source and destination HRN'’s of in-

fodcalyrenegolates resources by sendigsenvnes: 1200 1945 perfon FAP messages must il hncton
sages and receivifgommitmessages in returiQueryand ’ 9

Reservamessages may also be sent asynchronously at gigaation point and in the des_t|na.t|on network betwgen the de-
time. as in RNAP-C aggregation point and the destination HRN. A tunneling mecha-

3. To terminate a session, the HRN sendSlasemessage nism is required so that per-flow RNAP messages can be trans-
which is forwarded to thé LHR. The LHR send:ReIease, ml'gted between aggr.egatlonland de-aggregation pomts_wﬂhout
message upstream, and releaéession lcand resources being processed by intervening routers or NRNs. This is done
Upstream routers forward the Release message towardsfg Y theAggregate Session lahd Aggregation Flagn RNAP

HRN and release thgessiorld and resources. messages. The aggregating entity setsﬂtggregatg Session Id
field in per-flow RNAP request messages to indicate the aggre-

D. Negotiation across Multiple Administrative Domains gate session the flow belongs to. It also sets\hgregation Flag

. . . in the request message, and forwards it to the next hop NRN or
In the discussion so far, it has been assumed that the HRN Rfiter. q 9 P

gotiates resources for flows traversing a single domain. We now the Aggregation Flags set, the NRN or routers receiving the
consider scenarios in which the flows traverse multiple doma"ﬂ)%r-ﬂow request message caﬁ choose not to process the message,
We assume that each domain is represented by a peer NRN. Bgf i1y forward it downstream. At the edge of the destination
simplicity, let us first assume that resources are to be negotialeda og network, and possibly within the access network, routers
for a session comprising a set of flows between a single SOUfGE e administering NRN) also check thggregate Session Id
and destination pair. We consider the following scenarios. ;. the message to see if de-aggregation is necessary. If state in-
formation for the aggregate session exists, and the de-aggregating
NRN or router determines that it is the destination point for the

In the first scenario, resources are periodically re-negotiatgggregate session, it resets thggregation Flagand clears the
end-to-end; all messages which were earlier assumed to be Rfgregate Session Id the per-flow request message, processes
changed between the HRN and the local NRN propagate endtife request, and forwards the message. The request message
end, forwarded from HRN to sender-local (or first-hop of RNARs then processed hop-by-hop further downstream. Although in
D) NRN through intermediate NRNs to receiver-local (last-hoge current scenario we assume that the de-aggregating NRN ad-
of RNAP-D) NRN, and vice-versa. Each NRN maintains statfiinisters the destination access network and there are no further
information for the session. The price for an end-to-end SerViRmNs downstream, in generaL the de-aggregation may also be
is the sum of prices charged by individual NRNs. performed upstream of the access network. The de-aggregating

The messaging sequence and price and charge collation in faigter or NRN also maintains the mapping between per-8es-
case is identical to that in RNAP-D, if each router is replaced kyon Idsand theAggregate Session Jdimilar to the aggregation
the NRN for a domain. point.

There is a similar message flow for RNAP response messages
(Quotation CommitandPreempy in the reverse direction. The

In this scenario, a NRN or a boundary router in RNAP-D agle-aggregation entity for the request messages acts as the ag-
gregates RNAP requests for flows or a flow aggregate from diffegating entity for the response messages. It setSdission
ferent users entering the network domain. All aggregated floiggregate ldand Aggregation Flagn these messages, and also
must request the same or similar type of service. The NRN armposes and sends aggregate response messages based on the
router forms a new aggregated request and forwards it to ger-flow responses. In the RNAP-C architecture, the RNAP mes-
downstream neighboring NRN or boundary router. sage forwarding and response route will most probably be the

D.1 Scenario 1: Simple End-to-end Resource Negotiation

D.2 Scenario 2: Resource Negotiation with Aggregation



same, i.e., passing the same set of domains. When a resoapg@opriately. For example, whenReservemessage request-
reservation request is confirmed by a domain, the domain will gy a service for a multicast session arrives at an NRN or router
responsible for allocating enough resources to meet the requiskere the multicast tree diverges into sub-trees “A” and “B”, the
ments. If there is any possibility of resource unavailability duUdRN generates two identic&eservemessages requesting the
to element failure or route change, re-negotiation process will fervice, and forwards them in different directions, to sub-tree “A’
triggered from the influenced domain to the corresponding neigird “B”.
boring domains T[O a”OV.V newresource agreements-to b.e reacheq.he NRN or router maintains session state allowing it to ag-
The aggregation entity on the source network side is alsog{%ﬁte RNAP response messages traveling upstream. For the
sponsible for de-aggregation of RNAP response messages.

i it checks th ion Id f ple being considere@uotationor Commitmessages cor-
Is, it checks thé\ggregate Session Id per-flow RNAP response o qhonding to the two sub-trees are verified to belong to the same
messages, and, if it is the origination point for the correspo

) . ! | d 2ssion by the NRN or router at the divergence point, which gen-
Ing aggreggt:a sessm?, resetsMg@regatmn Flagan Aggrega:\e erates an aggregate message and sends it upstream. As response
Session Idields and forwards the messages upstream. The Qaqqaqes are aggregated, the pricing and charging information

gregation entity is also responsible for mapping the aggregaiesy individual response messages are summed to obtain the cor-
level pricing and charging (returned by the aggregate Sessja,qnding information for the aggregate message.
QuotationandCommitmessages) to the corresponding per-flow

prices and charges for individual sessions. Therefore, when it
processes the per-flo@uotationand Commitmessages, it also ,
updates the price and charge-related fields in theses messagEs fydvance Reservation
include the price and charge share from the aggregate.

At the aggregation point for per-flow RNAP requests, the NRN A client negotiator (HRN, or the client NRN in a NRN-NRN
or router acts as the client negotiator (or HRN) for the aggregategotiation) can reserve services in advance through the RNAP
session. In general, the client negotiator will reserve resourcegratocol. through a similar messaging sequence as above. The
accordance with the per-flow reservation requests it receives ddRN or client NRN indicates an advance reservation using the
responding to the aggregate. To avoid frequent re-negotiatiGtiarting TimeandEnding Timefields in the service description.
however, it is likely that the client negotiator will increment oif he server negotiator (NRN or network) is likely to allow more
decrement the requested resources with some minimum graftexibility in advance reservation service specifications, such as
larity, instead of re-negotiating the aggregate session every timgfart and end times and budget. In response to a request, the
per-flow session joins or leaves, or changes its individual requesstiver NRN returns an appropriate serviggotationor Commit
When the sum of per-flow requests approaches the resourceshat falls within the range of specified requirements. The server
served (or reach some threshold) for the aggregate, the clientfggotiator initializes session state at the conclusion of the ad-
gotiator will reserve an additional block of resources. Similarlyance negotiations, and maintains the state until the actual trans-
the requested reservation is decremented in blocks as the dermisgion has been completed.
from per-flow sessions decreases. The larger the bIo<_:k, the lesﬁdvance reservations may be made by network domains mak-
frequently the aggregate session needs to be re-negotiated. HR

he | block ivolve hiaher holdi h Y reservations in bulk in anticipation of demand for a certain
ever the large block may involve higher holding cost when thel\ice in a certain direction, as discussed in Scenario 2 of Sec-

utlllzlatlgn |sflc_1\1v. In genera!, nego(tjlatlop gf relsources In blOClﬁ'itr)n [1I-D.2. Price quotation in advance reservation negotiations
results In a fairly static service, and periodical re-negotiations, | oy 1o present difficulties. It is possible that the server ne-

any, would occur with @ much longer negotiation interval. Henggyiator will set aside certain resources for advance reservations

price Quotationmessages for thg aggregate session will proby at is, not commit them in ongoing negotiations). Pricing for

bly only be sent asynchronously in respons@uerymessages, ,qyance reservations can then be determined based on the total

when an additional block of resources needs to be reservecflégources available for advance reservation and the total demand

removed. . _ for advance reservation; this may simplify the pricing procedure.
The NRN at an aggregation point may also forecast a cert@{fiernatively the negotiation may be concluded without agree-

demand to a particular destination network, and could negotig{g on a price at all, if the client negotiator is willing to make a

a large block of resources in advance, using the advance regg&aryation without knowing the price in advance.

vation mechanism described in Section IlI-E. In this case, the

aggregate session is set up in advance, and per-flow sessions dfdhe client negotiator chooses to cancel part or all of a reser-

basis. The aggregation, de-aggregation, and tunneling medfgior to try to ‘sell back’ previously reserved resources. It does
nisms remain as before. this by sending &uerymessage with the price field set to the

price it is offering to sell back the resources. The server negotia-
tor replies with @Quotationmessage, either agreeing to the price,
or setting a new price. The client negotiator eventually agrees to
RNAP request messages for a multicast session will negotitite price by sending Reservanessage with the updated price,
services for flows to multiple destinations. In this case Rlosv  and the server negotiator agrees to the re-sell by sendiuya
Id field carries the IP multicast address. On receiving such a mast message. The price eventually agreed upon would probably
sage, the NRN (or router) communicates with a multicast routingflect any cancellation or holding cost fee the server negotiator
protocol to determine if the multicast tree diverges into two avishes to charge. The server negotiator may also offer to buy
more branches within the administered domain (or at the routdsick resources reserved in advance, for more important usage. A
If so, multiple copies of the message are formed and forwardgichilar re-negotiation sequence can be envisioned in this case.

D.3 Scenario 3: RNAP Negotiation for a Multicast Session



IV. PRICING AND CHARGING HRNs to reach a basic agreement about the desired transmission
rate. With respect to the sender HRN, the data rates represent

. . - he minimum and maximum sending r. h nder is willin
Commit all contain a commorfrice structure, used to conveyt N um and maximum sending rates the sender is Y

pricing and charging information. We first briefly discuss the iﬁ%nd able to transmit. With respect to the receiver HRN, these

tended purpose of the varioBsicefields, and how they are used.rate.S !nd|cate the minimum and maximum data rates the receiver
;WI”IHQ and able to receive. The em other options field is in-

The main RNAP messageQuery, Reserve Quotationand

:2 gR;gl-Dtonj:r?jT)?:ggs awnil t:ﬁ a?r gﬁ?\gséii: Otrr:]ee;sﬂsglvsi gé ggﬂﬁl Ré__-udeq to carry other information that could be used to facilitate
We address these issues within both the RNAP-D and RNAPXEZ0UatIon. . _ _
architectures, and also discuss pricing and charging across mulh general, thePrice structure accompanies a corresponding
tiple network domains. We also briefly consider the scenario #frvicestructure in protocol messageQuery and Quotation
which sender and receiver HRNs share the charges for servig¥@$Sages carry a set 8érvice-Pricepairs corresponding to all
used, and consider charging in a multicast session. the services for which price quotations are requested,Rend
We end this section with a proposal for a specific strategy féfrveandCommitmessages each carry a seFtw Id-Service-
pricing a BBE service at a single network point. This lies outside/ice triples corresponding to the services being provided for
the scope of the RNAP protocol and architecture, but taken € flows or flow aggregates belonging to the negotiation ses-
gether with the global pricing and charging mechanisms, it woulP": Pricing and charging information follows the following ba-

constitute a complete and viable pricing system. sic flow: after a session has been opened, the negotiating HRN
sends &uerymessage carryin§ervice-Pricepairs. The HRN
A. Pricing Structure and its Use in RNAP Messages indicates how much of the charge for each service it is willing

, , ) to bear by setting thelRN Data— HRN Charge Fractiorfield
The Price structure carried by RNAP messages is as followgcordingly, and may also indicate its budget for a particular ser-

Price = New Price vice by setting théNew Pricefield. If the Querymessage has a
: Current Charge null Servicelist, the HRN may still wish to indicate how much
Accumulated Charge of the total charge'it is willing to bear by inqluding a sin@lace
HRN Data structure by itself in th&Querymessage, with thelRN Charge
Fraction set. The network responds to tReierymessage with
HRN Data = HRN Account aQuotationmessage in which thidew Pricefields are set to the
: HRN Charge Fraction price quoted for each service, if it is possible to determine it on
[Minimum Data Rate] the basis of the receive@uery The HRN then requests one or
[Maximum Data Rate] more services through Reservamessage. As with th@uery
[other options] message, it can use tRice structures in th&keservanessage

to indicate the fraction of the charge it is willing to bear for each
TheNew Pricefield contains the price quoted by the netWOl’%ervice_ The network responds Wit}@ammitmessage’ commit-
provider to the negotiating HRN for the next negotiation periogng or denying the requests, and setting Eice : New Price
The units of the quoted price are service specific. A reasonafgd for eachFlow Id-Servicepair to the committed price.

unit could be “currency/Mb”, so that the charge is computed aC'SubsequentIy, the network sends peridgicotationmessages

cording to the volume of the data transmitted. Alternatively, tf}g quote the updated price for available services, and the HRN

unit could be “currency/time”, so that the charge is computed aGad network re-negotiate services by exchandregerveand

hi h be ch q %%mmitmessages. Therice structures in these messages are
In this case, the HRN can expect to be charged an amount e d as before. In addition, tReice :Current Chargdield in the
to theNew Pricemultiplied by the length of the negotiation pe-coymitmessage is used to carry the charges for the correspond-

riod. ; ; - : g
ing Flow Id-Servicepairs in the preceding negotiation interval.
The Current Chargefield contains the amount charged by the g P P gneg

network provider for the preceding negotiation period. This field )
should have an unit of currency, (for example, dollars), but te Price and Charge Formulation

specific unit is service specific. Theccumulated Chargéeld n the previous section, we discussed how price and charge
contains the total amount charged by the network provider Smfﬁgrmation are communicated to the HRN through RNAP mes-

the beginning of the negotiation session. The accumulated chdS es. We now consider the issue of arriving at the contracted
is carried to protect against the loss@dmmitmessages. ges. W ! Issu ving

The HRN Datafields in a message pertain to the HRN fronﬁ’rice to be quoted for a flow receiving a particular service in a

. - o iven negotiation period, and computing the charge for the ser-
which the message originates (usually the negotiating HRN, LY : ' .
we will shortly discuss a situation in which the partner or pe ICe at the end of the period. Let us first define the data structure

HRN originates the message). THRN Accounfield identifies 0 be used by the network to maintain the price and charge infor-

the account from which charges are to be debited. The corpé@t'on' We call this th&ession Charge State
spondingCharging Fractionfield indicates the fraction of the

total charge to be borne by the HRN. If for example, the negoti-
ating HRN wishes to be responsible for half of the charges, (in
the understanding that the peer HRN will be responsible for the
other half), it sets th€harging Fractionto 0.5. We return to this

issue in more detail in Section IV-C. The minimum and maxi- .
mum data rate fields are included to allow the sender and receiver : Flow Charge State n

Session Charge State = Session Id
. Flow Charge State 1
Flow Charge State 2



Flow Id

New Price

Current Charge
Accumulated Charge

Flow Charge State

In general, prices are re-calculated periodically, based on net-
work traffic characteristics, and this period is independent of the
RNAP negotiation interval. Thdlew Pricestructure maintains

the current price structure to be applied for the service received® <% ,;:7/

by a particular flow. TheNew Pricestructure may consist of
several fields in order to reflect a complex pricing strategy such
as that presented in Section IV-E, and is hence more complicated
than the singl&lew Pricefield carried in RNAP messages, which
simply quote the estimated price to the HRN. THew Price
fields remain unchanged during a negotiation interval, and are
updated at the end of a negotiation period if prices have changed
at some time during the interval. At the end of each negotiation
period, theCurrent Chargefield is re-computed using tHdew
Price structure for that period. Th&ccumulated Chargholds
the accumulated charge since the beginning of the session, and
is incremented by th€urrent Chargeat the end of a negotiation
period.

TheSession Charge Staitgformation is maintained by differ-
ent entities, and used in different ways, depending on the RNAP
architecture. We now consider the centralized and distributed ar-
chitectures separately.

B.1 Price and Charge Formulation in RNAP-D

In the RNAP-D (distributed) architecture, each router main-
tainsSession Charge Stafer the flows passing through it, based
on prices computed at the router. At the beginning of a negoti-
ation period (and also in response tQaerymessage, the last
hop-router for a session originategauotation message The
Quotationmessage is sent hop-by-hop back towards the first-hop
router. At each router, therice:New Pricefields in the message
are incremented according to the currdietv Pricestructures in
the Session Charge StateSince theNew Pricein the Session
Charge Statenay have more than one field, some mapping be-
havior may have to be defined to obtain a single increment for
the quotedNew Price We discuss this in Section IV-E. When
the Quotationmessage arrives at the negotiating HRN, it carries
the total quoted price for each Service.

Similarly, Commitmessages originate at the last-hop router,
and are sent hop-by-hop back to the first-hop router. In this case,
the New Price Current Charge andAccumulated Chargéelds
are all incremented at each router on the way.

B.2 Price Formulation in RNAP-C

When the centralized negotiation architecture is usedsSdse
sion Charge States maintained by the NRN. The price formu-
lation strategy is a much more open-ended problem. Various al-
ternatives may be considered, and different domains may apply
different local policies. The NRN may compute a price based
on the service specifications alone. The price could be fixed, or,
modified based on the time of day, etc. In general, if the price™
charged to a flow needs to depend on the network state and the
flow path, we consider the following approaches:

Resource Table
R2 .
(C.BW,Q,P)

Globa Routing Table
R1 R2 |,
Next Hop | Next Hoj
Ri Ra
Rb
Rc

R1
(C.,BW,Q,P)

@z
B1
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Transit Network

Access Network Access Network

----= RNAP messages

== COPS messages

Fig. 4. Price Formulation in RNAP-C

NRN sits at a router that belongs to a link-state routing do-
main (for example an OSPF area) and has an identical link
state database as other routers in the domain. This allows
it to calculate all the routing tables of all other routers in
the domain using Dijkstra’s algorithm. A similar idea has
been explored in [36] in a different context. The NRN per-
forms these calculations the link state database is updated,
and maintains a global routing table that allows it to find any
flow route that either ends in its own domain, or use its do-
main as a transmit domain (Fig.4). A NRN also maintains a
resource table, which allows it to keep track of the availabil-
ity and dynamic usage of the resources (bandwidth, buffer
space). In general, the resource table stores resource infor-
mation for each class of service served at a router. The re-
source table allows the NRN to compute a local price at each
router (for instance, using the usage-based pricing strategy
described in Section IV-E). For a particular service request,
the NRN first looks up the path on which resources are re-
quested using the global routing table, and then uses the
per-router prices to compute the accumulated price along
this path. The resource table also facilitates monitoring and
provisioning of resources at the routers. To enable the NRN
to collect resource information, routers in the domain peri-
odically report local state information (for instance, average
buffer occupancy and bandwidth utilization) to the NRN. A
protocol such as COPS [25] may be used for this purpose.
To be able to compute the charge for flow, ingress routers
maintain per-flow (could be an aggregated flow from neigh-
boring domain) state information about the data volume
transmitted in negotiation session during a negotiation pe-
riod. This information is periodically transmitted to the
NRN, allowing the NRN to compute the charge for the pe-
riod. The NRN uses the computed price and charge to main-
tain theSession Charge Stater each session. THgession
Charge Statés used in messaging by the NRN as discussed
previously.

Prices are computed at the network boundary, and commu-
nicated to the NRN. In this scenario, a strict admission de-
cision needs to be made separately by other agents, such as
each router on the traffic path, since the NRN is not aware

1. The NRN makes admission decision and decides the price of the resource availability directly. For price calculation,
for service class based on the network topology, routing and one alternative is that the ingress router periodically com-
configuration policies, and network load. In this case, the putes a price for each service class and ingress-egress pair.



The calculation is based on service specifications and &hen the flows enter a domain as a flow-aggregate, the NRN (or
cal per-service demand at the router (buffer occupancy ametwork domain as a whole in RNAP-D) does not have knowl-
bandwidth utilization); internal router states along the flowdge of individual flows belonging to the aggregate, and messag-
path are not taken into account. ing and charging is done as if the aggregate belonged to a single
The ingress router maintains per-flow state information thetistomer. If the aggregation is done within its own domain, the
includes the per-flow price (the price charged to the servibRN is responsible for mapping the total charge into charges for
class the flow belongs to), as well as the per-flow data vahdividual customer flows or flow-aggregates.

ume entering the domain. This information is transmitted

every negotiation period to the NRN (similar to the previ€. Shared Charging

ous scenario, which computes the charge and is responsibl
for the messaging.

The other alternative allows internal router load to be tak

Eet us assume that the sender HRN negotiates services, but

the receiver pays part of the bill. We consider end-to-end ser-
ices across multiple domains, and assume for convenience the

@htralized architecture in each domain - the equivalent situation

egress router to all ingress routers. A probe message Carfies jisyrinyted architecture can be understood by replacing the

per-servicePrice structures which accumulate prices hopg :
bv-h t h router i imil t0 Section IV-B RN with a router.
y-hop at each router in a simifar mannerto Section IV-b. 1. p, o gonqer HRN sets tHerice:HRN — HRN Charge Frac-

Th|s allows the Ingress router to maintain mgress-to—ggreI%n fields in the service identifier iIQuery and Reservemes-
prices for each service. The ingress router also maintali

er-flow data volume information. At the beginning of eac gges according to the fraction of total charges it is willing to
P X : ginning “bear. AnyQueryor Reservamessage wittiPrice:HRN— HRN

and the aporopriate inaress-to-earess price to the NRN Ct?harge Fractionless than 1 is forwarded automatically by the
. pprop! 9 9 prict . _lasthop NRN to the receiver. The receiver HRN copieQhbery
3. Price formulation takes place through a intra-domain sig: Reservemessage into a modifieQueryor Reservemessage

naling protocol. If resource reservation for a particular Selid indicates its willingness to pay by setting Brice:HRN —

\rlcle(;?arl\r/]a?ic()jrg)mr?)ltr(])clzzIp(salrchc:)r:E:thSh\r/%Jg??EdSySnl??Téﬁ ;ﬁzourr?-ﬁQN Charge Fractiorfield to (1-negotiatinddRN Charge Frac-
P ' ' P n). It may indicate its unwillingness to be responsible for the

[
. . o %?
information is collected through the periodic messages tire amount by settingrice:HRN— HRN Charge Fractiorio

the reservation protocol, and store at the ingress router. 2 &maller value. It could also agree to bear the entire charge, but

example, the RSVP PATH message and RTCP messa e T .
in YESSIR can collect pricing information. If the ingres{ﬂr}egﬁfeéﬁewgfirchen;g%n the price itis willing to pay by setting

router is responsible for sending the price information to X . o
the NRN, the price accumulated from a domain will be send The receiver HRN sends its modifi€plieryor Reservames-

back to ingress router along with the RSVP RESV messag&J¢ fo the last hop NRN. A modifi€glierymessage is read by

. . o . . ; € last hop NRN to generatduotationmessage which is for-
Such an implementation, utilizing RSVP, is described in vvgrded by intermediate NRNs back to the sender, where it serves

Communlcathn betvyeen the ingress router and NRN OCCUES feedback to the sender HRN about the willingness to pay of
as discussed in the first case. . . i R
the receiver. A modifiedReservanessage is similarly read by
In the above schemes, we assume that a domain has one NfRK last hop NRN and used to generate@anmitmessage either
A domain could also have multiple NRNs, each NRN residing atcepting or denying the service requested byRbservames-
an ingress router. In this case, the ingress router does not ngagke. If the respectierice:HRN— HRN Charge Fractioffields
to send periodic per-session reports to a centralized NRN, andheQuery(or Reservgmessages received from the sender and
pricing, charging, and RNAP messaging are done directly fromceiver HRNs add up to less than 1, the service request is de-
the ingress router. Reliability concerns make a more distributetd, and theStatus:Reasorfield is set accordingly. Th€om-
architecture (multiple NRNs, or RNAP-D) preferable. But sommit message is forwarded upstream through intermediate NRNSs,
management goals (for instance, all NRNs in one domain negatlatingStatusand Price fields along the way as described in
to have coherent view of the resource at internal routers to all@ection IV-E.
them to make correct admission decisions) may make a centralln receiver negotiation with sender bearing part of the charges,
ized policy more attractive. a similar sequence of messages is used, except that the flow of
information is in the reverse direction.
B.3 End-to-end Price and Charge Formulation and Flow Aggre-If receiver participates in negotiation, other than indicating its
gation willingness to pay, the receiver could also set ree:HRN—

When a customer flow spans more than one administrative aximum Data Ratend Price:HRN — 'M|n|mum Data Ratg
main, a client domain (from which the flow exits and enters é?l.ds to convey to .the sender the.mlnlmum sendmg rate it re-
neighboring domain) assumes the role of a HRN in its negotfglt—“re.s and the maximum rate that it can handle. Th's allows the
tion with the neighboring domain, as discussed earlier. In tHgCever, for example, to indicate to t_he sender that It cannot han-
case, each domain computes incremental prices and chargeé prate offered by the _se'nder, andin general, provide the sender
the flow using its own pricing strategy and architecture, and tggldellnes for the negotiation process.
total end-to-end price and charge are obtained in a hop-by-hop
manner (with each domain representing a single hop) as in Sec-
tion IV-B.1. In a multicast session, either sender or the receivers could ne-

As discussed earlier, it is likely that individual customer flowgotiate separately, or they could both participate in negotiation.
will be progressively aggregated in the core of the network. If the sender is solely responsible for negotiation and payment,

Multicast Charging
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messaging sequence is similar to the simple scenario considevenl kinds of resources which are probably the most important,
for unicast. The sender HRN determines a service request basaochely link bandwidth and buffer space. The routers are con-
on price quotations from the NRN, and on feedback about rgidered as the producers and own the link bandwidth and buffer
ceived quality from the receivers. A similar messaging sequerggace for each output port. The flows (individual flows or ag-
is also followed when the receiver negotiates and is responsigtegate of flows) are considered as consumers who consume re-
for payments. The receiverReservamessage is based on itssources.

knowledge of sender traffic formats. In both the above case, the

sender and receiver can learn about each other’s capabilities Bri2l Price Formulation at a Node

requirements by end-to-ef@LieryandQuotationmessages con-

tained in thedRN Datafields. We propose a simple pricing algorithm for a router to set a

rice for a particular kind of forwarding service from the router.

th In recglverHrgelgoltlatlon V\t’)'th tpt%rtlal cr)]rdflﬁ," mailr;i?]ernpayTenﬁ),he price computation is performed periodically, with a price

€ receer earns about the senders gness 1o p@gdation intervalr, and the price within each interval is kept
through end-to-en@ueryandQuotatlonmessages, asin Sect|0nc nstant to provide some degree of predictability to users. In
{Xé%r'lgmengigﬁ spaergf%eao?]t?])'(slrﬂag s;(ﬁsngt'it:égr:%%u%@neral, the price updation interval at a router is independent of

Ice.New =Tl xamp ISKI 9 y negotiation interval of the services supported by the router.

) . ; e
be when a company multicasts a commercial advertisement. Th he router has multiple output ports and supports multiple lev-

receiver adjusts its received transmission according to the SeNger s ice. A price is computed separately for the buffer space
budget and network conditions. -Ap p p y p

If the sender negotiates, with partial o full receiver paymen%nd link bandwidth associated with each output port. We also as-

the sender receives feedback about each receiver's willin nSUme that the router is partitioned to provide a separate link band-
. : X NINGERth and buffer space for each class of service. In the discussion
to pay, as discussed in Section IV-C. The sender negotiates

that follows, we consider one such logical partition. The total

sources based on the overall demand willingness to pay, and Y&¥and for link bandwidth is based on the aggregate bandwidth

request partial reservation on some paths on which receivers hr%vs%rved on the link for a price computation interval, and the to-
a low willingness to pay. '

tal demand for the buffer space at an output port is the average

buffer occupancy during the interval. The supply bandwidth and

buffer space need not be equal to the installed capacity; instead,
In the previous sections, we discussed the enabling mectieey are the targeted bandwidth and buffer space utilization.

nisms for pricing in RNAP, including the pricing structure used We decompose the total charge computed at a router into

by RNAP messages, and the formulation of end-to-end prices antke componentsiolding chargeusage chargeandcongestion

charges in the RNAP architecture. We assumed the existenceltdrge

specific pricing strategies or rules for the negotiated service. As

discussed earlier, specific pricing strategies are outside the scope

of the RNAP protocol itself. However, for completeness, we Conyeservation_charge = holding_charge + usage_charge

sider a pricing strategy that could work with the RNAP protocol.

E. Pricing Strategy

+congestion_charge (1)
E.1 Competitive Market Model The usage charge is determined by the actual resources con-
We formulate a pricing strategy based on the competitive maimed, the level of service guaranteed to the user, and the elastic-
ket model [21]. The competitive market model defines two Kindly of the traffic. On a per-byte basis, best-effort traffic will cost
of agents: consumers and producers. Consumers seek resougessthan reserved, non-preemptable CBR traffic. Also, traffic
from producers, and producers create or own the resources. Wita a higher elasticity will have a lower per-byte cost. The us-
exchange rate of aresource is called its price. Prices are set whegeprice §,,) will be set that it allows a retail network to recover
the amount of resource demanded equals the amount of resoutieegost of the purchase from the wholesale market, and various
supplied. The price increases when the demand is greater thgiic costs associated with the service. Tkege_charge(n)
the supply and decreases when the demand is lower than the $oipa periodn in which V' (n) bytes were transmitted is given by:
ply. When they are equal, the market is in equilibrium and the
market is cleared. The allocation at market clearing time is called
Paretoefficient allocation. AParetoefficient allocation is one for
which there is no way to make all agents better off [21]. In acom- The holding charge can be justified as follows. If a particu-
petitive market, consumers take the price as given, and demégidiow or flow-aggregate does not utilize the resources (buffer
resources according to individual cost-benefit optimization. Thipace or bandwidth) set aside for it, we assume that the scheduler
optimization is based on private utility functions describing thallows the resources to be used by excess traffic from a lower
benefit a consumer derives from a given allocation. level of service. The holding charge reflects revenue lost by the
Pricing mechanisms based on the competitive market mogedvider because instead of selling the allotted resources at the
are particularly suitable for the negotiation model because thayage charge of the given service level (if all of the reserved re-
effectively accommodate changes in availability of network rg@ources were consumed) it sells the reserved resources at the us-
sources due to network outages, physical and logical partitiage charge of a lower service level. The holding prige of a
ing and dynamics of the network load. They are also decentrsérvice class is therefore set to be proportional to the difference
ized, scalable, have limited complexity and can integrate cusetween the usage price for that class and the usage price for the
tomer charging and network provisioning [22]. next lower service class. Defining a usage charge and a hold-
While there are many resources in a network, we consideg charge separately allows the customer to reserve resources

usage_charge(n) = py, * V(n) 2
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conservatively, without penalizing him excessively for unused re provide a preliminary demonstration of the protocol, and in
sources. As an example, an audio stream can have periods afrs-future work we will implement the RNAP functionality com-
lence, when the reserved resources are not used by the custophetely and in detail. For simplicity, the distributed (RNAD

Also, not charging the customer purely on the basis of resenahitecture was assumed, and the RSVP signaling protocol was
resources makes it easier for the customer to keep his reservatixiended to provide the important RNAP mechanisms of periodic
level constant even during idle periods. Théding_charge(n) re-negotiation, price quotation, and charging.

when the customer reserves a bandwidtbv(n) is given by: RSVP is a receiver-driven protocol, and accordingly, the HRN
at the receiver side acts as the resource negotiator. For the
holding_charge(n) = py, * resv(n) * T (3) present, resource negotiation is carried out for a single service

wherer is the duration of the period. type, a Controlled Load (CL) service [2].

Congestion in the network is a consequence of scarcity of net] '€ implementation does not incorporate the RNAQHery
work resources, generally bandwidth and buffer space. The cGHESSage at present; this is not critical, particularly since only one
gestion charge is imposed only if congestion is deduced, that3§TViCe type is being offered to the user. RNQBotation Re-
the demand (in terms of buffer space or bandwidth) exceeds s&prvé@ndCommitinformation are embedded in RSVAath Resv

ply (the targeted buffer space or bandwidth). andResvErrmessages. The functionality of tiqotationand
The congestion price for a service class is calculated as afq@Mmitmessages is somewhat different from the functionality
erative titonnement process [21]: described earlier. Sind@ommitmessages cannot easily be sent

periodically in this implementation framework, and since RSVP
reservation is per-flow based, tiriotationmessage carries pe-
pe(n) = min[{p.(n—1) riodic charging information (in thérice:Current Chargeand
+k(D, S) % (D — 8)/S, 04", Prmasl (4) Price:Accumulated Chargéelds) instead of th&€ommitmes-
sage. Currently the RNAP negotiation period is set to be the

Where D and S represent the current total demand and suppdame as the RSVP refresh period. The default refresh interval is
respectively, and is a factor used to adjust the convergence ratgg seconds.

k may be a function of andS5; for example, it may be higher  The sequence of messages is as follows:

when congestion is severe. Evidently, the router begins to apply . L

the congestion charge only when the total demand exceeds the RSVPPathmessages, with embedded RNa#otationin-
supply. Even after the congestion is removed, a non-zero, but formation are sent periodically from the sender-local router
gradually decreasing congestion charge is applied until it falls to  towards the receiver-local router. At present, Qeota-

0, to protect against further congestion. The maximum conges- 10N message only contains tieice structure, with quoted
tion price needs to be bounded (by the,. parameter) so that price and aqcumglated charge mformatlon. In general, it
the total price for a service class will not exceed that for a higher Would contain variouSSPandSIPfields. As aPathmes-
level of service. When a service class needs admission control, S8ge passes each node, fiee field is updated to add the
all new arrivals may be rejected when the price reaghes . If price compgted at the local node and the incremental charge
the rate of the price hitting the high threshold is high, it indicates _ for the previous period.

that more resources are needed for the corresponding class afd 1he HRN at the receiver receives tRath message and
new configuration for local resources may be needed. sends a RSVReswrequest, with embedded RNAReser-

At a periodn, the total congestion charge is given by yationinfor.mat'ion. ThePripe received frorrPathis copied
into the Price field that will be sent with the RSVIResv
message to sender direction, with thece;:HRN Datafield

updated to indicate receiver information.

If a separate buffer is allocated to a flow, there is no compe-3 \vhen a RSVFReswrequest is rejected, an RS\ARSVETT
tition between flows for buffer space, and hence a congestion message is sent to the receiver HRN With embediiam-

charge is not applicable for buffer space as a resource. mit information. This information includes “bandwidth

Based on a price formulation strategy such as the one we have 4y ailable” information in th@rice:HRN Data— Maximum
discussed, a router arrives at a price structure for a particular ses- patefield.

sion (flow or flow-aggregate), at the end of each price updation

interval. The total charge for a session can be represented as: Inthe presentimplementation, user traffic is served either best-

effort, or using the Controlled Load service model. Resource

reservation on each hop is performed using Class-Based Queue-
ing (CBQ) [29]. CBQ achieves partitioning and sharing of link
bandwidth using hierarchically structured classes. Each class has

its own queue and is assigned a share of the link bandwidth. A

child class can borrow bandwidth from its parent class as long

+congestion_charge(n))  (6) as excess bandwidth is available. Weighted-round robin (WRR)
scheduling is used to serve packets from classes with the same
priority.

V. IMPLEMENTATION One or more flows may request CL service at the router. When
the corresponding RNAP session is established at the router, a
corresponding new CBQ class is created under the parent class

In this section, we describe an implementation of the RNAfRat is configured for CL service. All CBQ classes for CL service
protocol and architecture in a test-bed network. Our purpose veas served with same high priority, using WRR scheduling.

congestion_charge(n) = p.(n) * V(n). (5)

N
session_charge = Z(holdmg_charge(n)
n=1

+usage_charge(n)

whereN is total number of intervals spanned by a session

A. Overview
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Fig. 5. Testbed setup
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A POI'Cy EIementcaIIgd thePrlce' Elementis def'“e‘?' to hold Fig. 6. a) The system price and total reservation requests and b) the throughput
Price structure IV. As with OthEPC)llcy EIement,SthePrlce Ele- of each session shown as a function of the time
mentis opaque to RSVP and is only understood by policy peers.
The Price Elemenis embedded within th®@ OLICY DATA ob-
jects [27], [26] of Path messagesResvmessages anResvErr of congestion. The targeted utilization of the link was set at 70%
messages. (2.8 Mb/s); if the total demand on the link exceeded this thresh-
Each node has a resident RNAP agent, as part of the Loelfl, congestion pricing was enforced as described previously.
Policy Decision Point (LPDP) proposed in the COPS architec-We assumed a service roughly as expensive (per unit band-
ture [25], [26]. The RNAP agent periodically computes a set &fidth) as a telephone line. Assuming a charge®t/min, and
prices (for the single CL service class) based on traffic througttapacity of 64 kb/s, the usage price is se2.éx/Mb. Assum-
the node. The RNAP agent also maintains $ession Charge ing that the next lower level of service is charged atmin, or
Statefor each session, and updates it whenevBath message 1.3 ¢/Mb, the holding price is set at3 c/Mb (can be any price
passes through the node. proportional to this). The convergence fackdn the congestion
Since per flow queuing is used, we do not enforce congesti@uation 4 is set to 1 when the total demand exceeds the sup-
charging when per-flow queues individually overflow. Users afdy, and to 0.5 when demand drops below the total supply (to
simply penalized by dropping packets. However, the total lirfvoid a sudden increase in requests when the link just becomes
usage relative to the total link bandwidth is monitored, and coln-congested). The congestion price will stabilize when the dif-

gestion charge is levied when necessary. ference between demand and supply is within 5% of the supply.
We assume that the budget available to each application is such
B. Experimental Setup that it can request a sending rate of 1Mb/s at the initial quoted

h%rice. The requested bandwidth will reduce when the price in-

In order to demonstrate some important functionality of t ases. The performance metrics considered are: the price dv-
RNAP protocol at a router, as well as to evaluate the effectivengogaocs: '€ P RN P y
pnamics and its influence on the total QoS requirement from ap-

Sret%ee?w:lactlir;% ?/:/%nggmigéec?ﬁtn gtfglrnas\;aecrt;/osni r|n\|/oII(Ea ttcr)]s Oalgg;//’eég]r]llcatlons, the charge (network revenue) and the throughput of a
sisting of 2 nodes connected by a 10 Mb/s link, schematical

represented in Fig. 5. Thevpdversion 4 from IS| [28] was ex-

tended to support RNAP, as discussed above. The ALTQ pa
age [30] has been used for scheduling and queue managemeiftigure 6a shows the total price charged at node Ra at differ-

In particular, CBQ is used together with rsvpd, and CBQ statest network loads, and the total bandwidth request in response
are monitored for pricing and charge purpose. to changes in price. When the total bandwidth request is less

Three RSVP sessions were established end to end, and shtiraa the supply bandwidth, 2.8 Mb/s, the price is set at the min-
the same output interface of the link. To create different levelsiofium level of3.9 c/Mb (p;, = 1.3 c/Mb, p,, = 2.6 c/Mb). At
network load, a simple source model was used in each sessioanaund: = 130 seconds, the total reservation exceeds the supply
continuously send UDP packets. The packet generation rate Wwagdwidth and the congestion price is enforced for bandwidth
tunable to allow a session to adapt to any data rate it intendedeaservation. After three negotiation periods, the total reservation
send. At any sending rate, the packets were generated periceiiovers to close to the supply level, and the new, stabilized price
cally. Background traffic was sent using best effort service. is about 20% greater than the minimum price.tAt 700 sec-

Out of the interface capacity of 10 Mb/s of each interface ohds, one of the sessions is terminated, and the total reservation
Ra and Rb, 4 Mb/s was configured to support the high priority now much smaller than the supply. The price starts to reduce
CL service, and the remaining bandwidth was configured as @é&d after 2 negotiation periods the price stabilize8.atc/Mb
fault class and used for best effort service. To look closely at tgain.
congestion control, pricing and charging functions of RNAP, the Fig. 6b shows the change in per-session throughput with time.
CBQ states were monitored at node Ra. Itis seen that all the sessions share bandwidth fairly if all the ses-

During the experiment, each of the three application HRN#ons have the same traffic format, price sensitivity and budget.
individually tried to optimize its own utility. Since our main pur-If some session can afford a higher price, it could reserve more
pose was to test the performance of RNAP at a router, all thendwidth and gain higher throughput. Since CBQ is allowed to
HRNs were given the same budget, and each HRN asked for klegrow bandwidth from the parent class, the throughput of each
maximum bandwidth it could afford during each negotiation peession is slightly higher than the requested reservation, around
riod. Price formulation at a node was in terms of the holdin§78 kb/s agains938 kb/s at timet = 860 seconds. We see that
usage and congestion prices, as discussed previously. The HR#stabilized reservation rate is only 6.2% lower than the maxi-
was quoted the current total price, as representing an upper boonun requested rate.
on the charge for the ensuing negotiation period in the absenc€&ig. 7a shows the computed price at the beginning of each

9w during each negotiation period.

8(._ Analysis of Results
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age sensitive adaptation of service parameters and pricing by the
network, if required, and also enables the user application to re-
spond to changes in application requirements. At the same time,
the framework provides sufficient flexibility to support users with
limited negotiation capability, or with a requirement for very
static and predictable service specifications.
o ; A pair of alternate protocol architectures has been described.
a) N L W by © s s s The RNAP-D architecture is based on a distributed, per-node
model, while the RNAP-C architecture concentrates the negotia-
Fig. 7. a) The price for each session and b) the session charge (system revefig@) functionality at a centralized entity, the NRN. The first archi-
for each negotiation interval shown as a function of the time tecture is tailored to delivery services with relatively strict flow
control and “hard”, or quantitative QoS specifications. The sec-
eOij architecture may be better suited for delivery service models
dagaling with service negotiations with a coarser granularity (mul-
tiple flows or flow-aggregates) and providing statistical or qual-
Fig. 7b shows the charge for each negotiation period. Si i&tive sp(_acifications. In either case, the arch.itectu_re is sca!able
in RSVP new intervals are initiated randomly from 15 s to 4 ecause it does hot assume service reservation with a partlgular
s, the charge for each period varies randomly. Since all the s%%a-ngllvzr'g'c mg(}'&(igrspggztfse”;%]:g'esgsf g)lil,zgwmaegs%r;gg:st,logﬁ q

sions have equal budgets and similar initial sending rates, th ) . . o 4
all have approximately the same charge within a similar lend n co-exist and inter-operate across multiple administrative do-

Price (cents/Mb)
Reservation charge (dollars)

period. The price for each period is set as the system pric
the beginning of the period, and will be kept constant during
negotiation interval.

of negotiation period. mains. . . .
g P The protocol and architectures provide mechanisms for local
VI. RELATED WORK or incremental price computation at a single pointin the network,

collation of local prices in order to compute end-to-end prices

Negotiation between users and the service provider for puig g gifferent routes, and communication of prices and charges

pozeshsuc_h asth?) °ptimi2§ti3nt') improvirtl)g network utilri]zatiog] he client. Several price and charge collation mechanisms have
and charging, has been studiec by a nurr|1 ?]r of.researcker'_;, [h3kn described for the distributed and centralized architectures,
[14], [15], [16], [17], [10], [24]. In general, the cited work dif- o4 enq.to-end pricing and charging across several administra-

fers from ours in that their focus is on the optimal allocation Qve domains has also been discussed. An algorithm for local
system (network) resources to users, and does not enter into ?c]ng at a router has been discussed in detail, but the pricing

tail about the negotiation process and the network architectur charging mechanisms in the protocol are independent of the

W.h'hChhthe negfquatuf)nhtakes pl'ac'e. Our work is mprg CONCErNgGecific pricing algorithm used. A protype implementation of the
with the specifics of the negotiation process required to armvejal, ,ant RNAP functionalities has been described, along with
an acceptable allocation of network resources to users. We

. L me preliminary measurement results.
tempt to develop a ﬂ(.a).('ble and gener.al negotiation frameyv_or The important directions for future development of this work
decoupled from specific network service protocols and pricing.

and resource allocation algorithms. Our work can therefore L? lude a more detailed study of mechanisms associated with re-
gorit . . Surce aggregation, development of more sophisticated pricing
regarded as complementary with some of the cited work.

strategies, deployment of the full functionality of RNAP in a

In [23].' a charglng gnd payment scheme for RSVP'b?‘S‘?d QI% e scale network, and more extensive tests for the performance
reservations is described. This is closer to our work in its aBf RNAP signalling

proach than the references cited above. A significant difference
is the absence of an explicit price quotation mechanism - instead, REFERENCES

the user accepts or rejects t_he estimated Charg.e fora res.ervqﬂon S. Shenker, C. Partridge, and R. Guerin, “Specification of guaranteed qual-
request. Also, the scheme is coupled to a particular service en- ity of service,” RFC 2212, Sept. 1997.
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